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Absiract- Objectives: Liver disease includes several disorders, such as fatty liver, hepatitis,
cirrhosis, and liver failure, that interfere with normal liver function. These conditions often
progress silently, and early symptoms such as fatigue, nausea, loss of appetite, jaundice,
abdominal pain or swelling, dark urine, pale stools, and unexplained weight loss are frequently
ignored. Early prediction of liver disease is essential for timely diagnosis and treatment. This
study aims to develop an effective machine-learning model for predicting liver disease and to
compare the performance of three classification algorithms.

Methods. A liver disease dataset containing clinical and biochemical features such as age,
gender, total and direct bilirubin, alkaline phosphatase, SGPT, SGOT, total protein, aloumin, and
albumin—globulin ratio was used. Data preprocessing involved handling missing values,
normalization, and splitting into training and testing sets. Three classification algorithms-Logistic
Regression, Decision Tree, and Random Forest were implemented in Python. Model
performance was evaluated using accuracy, precision, recall, F1-score, and ROC AUC metrics.
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Liver Disease Prediction using Machine
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Abstract: Objectives: Liver disease includes several disorders,
such as fatty liver, hepatitis, cirrhosis, and liver failure, that
interfere with normal liver function. These conditions often
progress silently, and early symptoms such as fatigue,
nausea, loss of appetite, jaundice, abdominal pain or swelling,
dark urine, pale stools, and unexplained weight loss are
frequently ignored. Early prediction of liver disease is essential
for timely diagnosis and treatment. This study aims to develop
an effective machine-learning model for predicting liver
disease and to compare the performance of three
classification algorithms.

Methods.: A liver disease dataset containing clinical and
biochemical features such as age, gender, total and direct
bilirubin, alkaline phosphatase, SGPT, SGOT, total protein,
albumin, and albumin-globulin ratio was used. Data
preprocessing  involved  handling  missing  values,
normalization, and splitting into training and testing sets. Three
classification algorithms-Logistic Regression, Decision Tree,
and Random Forest were implemented in Python. Model
performance was evaluated using accuracy, precision, recall,
F1-score, and ROC AUC metrics.

Findings: The results revealed that the Random Forest
classifier achieved the highest prediction accuracy compared
to the Logistic Regression and Decision Tree models. The
Random Forest model demonstrated strong generalisation
and effectively distinguished between healthy and diseased
liver conditions. The study concludes that machine-learning
approaches can provide reliable support for early detection of
liver disease, thereby assisting clinicians in decision-making
and improving patient outcomes.

Keywords: liver disease, machine learning, classification
algorithms, logistic regression, decision tree, random
forest, early prediction, healthcare analytics.

[. INTRODUCTION

iver disease represents a major global health
Lconcem that affects millions of people annually.

The liver plays a vital role in numerous
physiological functions such as detoxification, protein
synthesis, and the regulation of biochemical reactions
essential for metabolism. When the liver is damaged, its
ability to perform these critical tasks becomes impaired,
resulting in a wide range of health complications. Liver
diseases can develop from various causes, including
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viral infections such as Hepatitis A, B, and C, excessive
alcohol consumption, obesity leading to non-alcoholic
fatty liver disease (NAFLD), exposure to toxins or drugs,
and autoimmune conditions. In many cases, liver
damage occurs silently over several years, showing no
clear symptoms until the condition becomes severe.
Common symptoms that may appear include fatigue,
loss of appetite, nausea, vomiting, abdominal pain or
swelling, yellowing of the eyes and skin (jaundice), dark
urine, and pale stools. Identifying and predicting these
conditions early is therefore crucial for effective
treatment and prevention of further liver deterioration.

To evaluate liver health, medical professionals
rely on a series of blood tests known as Liver Function
Tests (LFTs). Among these, two key enzymes-Alanine
Aminotransferase (ALT) and Aspartate Aminotransferase
(AST)-serve as important biochemical indicators of liver
function. ALT is an enzyme found primarily in liver cells
and is responsible for meta bolising amino acids.
Elevated levels of ALT in the bloodstream often indicate
liver cell injury, inflammation, or necrosis, which occur
when liver cells are damaged or die. AST, on the other
hand, is found not only in the liver but also in the heart,
muscles, and kidneys. While elevated AST levels may
also signal liver damage, their presence in other organs
means it must be interpreted together with ALT results
for accurate diagnosis. In clinical practice, a higher ratio
of AST to ALT often suggests alcohol-related liver
disease, while a significantly elevated ALT level is
commonly observed in viral hepatitis or fatty liver
disease. Therefore, the measurement of ALT and AST
through LFTs provides valuable insights into the extent
and cause of liver injury and helps clinicians make
informed treatment decisions.

The behaviour and lifestyle patterns of patients
play a significant role in liver health. Factors such as
poor diet, alcohol consumption, lack of physical activity,
and self-medication with unprescribed drugs can
accelerate liver damage. Early diagnosis and
intervention can reduce disease progression and
improve patient outcomes. In advanced stages such as
cirrhosis or liver failure, patients may require long-term
medication, dietary modifications, or even liver
transplantation.  Physicians commonly recommend
medications like ursodeoxy-cholic acid for bile flow
improvement, antiviral agents for hepatitis management,
and vitamin supplements to support liver regeneration.
Lifestyle  modification and  continuous  medical
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supervision are essential for effective disease
management. Hence, developing a predictive model for
liver disease can aid medical professionals by
identifying high-risk individuals and supporting clinical
decision-making.

In recent years, machine learning (ML) has
emerged as a powerful tool in the field of healthcare
analytics. Classification algorithms such as Logistic
Regression, Decision Tree, and Random Forest are
widely used to predict the likelihood of diseases by
analyzing complex clinical data. These algorithms help
in identifying patterns, correlations, and risk factors that
are often difficult to detect using traditional statistical
methods. By training models on liver disease datasets
that include biochemical parameters like bilirubin,
albumin, alkaline phosphatase, ALT, and AST,
researchers can develop accurate prediction systems.
Among these algorithms, Random Forest has shown
superior performance due to its ability to handle large
datasets, reduce overfitting, and improve prediction
accuracy. The integration of such predictive models into
healthcare systems allows for early diagnosis, optimized
treatment plans, and reduced mortality rates associated
with liver disorders.

This study aims to explore the predictive
capability of machine learning algorithms in liver disease
classification. The research utlizes a liver disease
dataset containing various clinical and biochemical
attributes to evaluate the performance of three
classification models-Logistic Regression, Decision
Tree, and Random Forest. The outcomes of this study
are expected to contribute to the development of
intelligent healthcare systems that assist doctors in early
detection and diagnosis of liver diseases. In this
research, Section 1 presents the Introduction, Section 2
discusses the Literature Review, Section 3 explains the
Results and Discussion, and Section 4 concludes the
study with key findings and future recommendations.

II. LITERATURE REVIEW

Liver disease continues to be a global health
challenge, with millions affected annually due to viral
infections, alcohol consumption, obesity, and exposure
to hepatotoxic substances. Early diagnosis remains
essential for preventing irreversible liver damage and
improving patient outcomes. Studies have identified
Alanine  Aminotransferase  (ALT) and  Aspartate
Aminotransferase (AST) as critical biomarkers for
assessing liver function. According to Lala (2023), these
enzymes play a vital role in the evaluation of hepatic
injury through Liver Function Tests (LFTs). ALT, being
highly concentrated in hepatocytes, serves as a specific
indicator of liver cell injury, whereas AST, which is also
found in cardiac and skeletal muscles, aids in
distinguishing the type of liver damage. Elevated levels
of these enzymes indicate hepatocellular necrosis or

© 2026 Global Journals

inflammation (Kalas et al.,, 2021). Persistent enzyme
elevation may lead to advanced conditions such as
fibrosis, cirrhosis, or liver failure, emphasizing the need
for early and accurate prediction models (Das et al.,
2024).

Traditional clinical diagnostic approaches often
rely on laboratory results and imaging, but these
methods can be time-consuming and may not capture
complex biochemical interactions. Recent advances in
machine learning (ML) and artificial intelligence (Al) have
significantly improved the prediction accuracy of liver
disease by analyzing multidimensional datasets. Dritsas
and Trigka (2023) demonstrated that ML algorithms
such as Decision Tree, Logistic Regression, and
Random Forest can accurately predict the presence of
liver disorders using biochemical and demographic
attributes. Their research showed that the Random
Forest classifier outperformed other models due to its
ensemble learning approach, which  minimizes
overfitting and improves generalization. Similarly, Ganie
and Pramanik (2024) proposed a model integrating
feature selection and cross-validation, which enhanced
classification accuracy in detecting chronic liver
disease.

Researchers have explored diverse datasets
and algorithmic combinations to optimize performance.
Mostafa et al. (2021) compared statistical ML
approaches and concluded that hybrid models
combining Decision Tree and Random Forest provided
superior diagnostic performance in classifying liver
abnormalities. Ahmed (2024) also highlighted that ML
techniques can identify early signs of hepatic
dysfunction by examining non-linear relationships
between variables like bilirubin, aloumin, ALT, AST, and
alkaline phosphatase. These findings demonstrate how
computational intelligence supports medical
practitioners in diagnosing diseases more effectively
than traditional methods.

Other studies have emphasized the integration
of deep learning and ensemble techniques for improved
predictive accuracy. Hassan and Yasin (2025)
conducted a comprehensive review of ML and deep
learning applications in liver disease prediction and
found that ensemble classifiers yielded more consistent
outcomes than single-model systems. Mohamud et al.
(2025) similarly noted that ML models can assess
cirrhosis  mortality risk by incorporating patient
demographics and laboratory values into training data.
The review by Malik et al. (2025) supported these
conclusions, noting that predictive algorithms enhance
survival estimation and clinical decision support in
patients with advanced liver disease.

The relationship between ALT/AST ratios and
specific liver conditions has also been thoroughly
investigated. Pandeya et al. (2021) established that an
increased AST-to-ALT ratio is a key diagnostic marker
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for alcohol-related liver disease, while elevated ALT
levels suggest viral or fatty liver conditions. Xuan et al.
(2024) further observed that integrating enzyme ratios
with metabolic and demographic variables can improve
the accuracy of non-alcoholic fatty liver disease
(NAFLD) prediction. Das et al. (2024) emphasized that
enzyme biomarkers, when used alongside ML-based
pattern recognition, can offer a robust foundation for
automated liver health assessment. These collective
findings highlight the growing role of computational
models in early detection and monitoring of liver
disorders. In summary, the literature establishes that the
application of machine leaming in liver disease
prediction enhances diagnostic precision and assists
physicians in clinical decision-making. Classification
algorithms such as Logistic Regression, Decision Tree,
and Random Forest have consistently shown strong
performance in detecting abnormalities from clinical
datasets. This review forms the conceptual foundation
for the present study, which aims to compare the
predictive capabilities of these algorithms using a
structured liver disease dataset and evaluate their
potential in supporting early clinical interventions.

[II. METHODOLOGY

This study predicts liver disease using patient
data collected from private laboratories in Tamil Nadu.
The dataset includes attributes such as age, gender,
bilirubin levels, total protein, albumin, and the albumin/
globulin ratio. Data preprocessing was carried out to
handle missing values, remove outliers, and normalize
all attributes for accurate analysis. Three machine-
learning algorithms-Logistic Regression, Decision Tree,
and Random Forest-were applied to predict liver
disease. Logistic Regression served as a baseline
model, while Decision Tree and Random Forest
improved classification accuracy. The dataset was split
into training and testing sets, and model performance
was evaluated using accuracy, precision, recall, and F1-
score. Among the three, the Random Forest algorithm
achieved the best results in predicting liver disease.

IV. RESULTS AND DISCUSSION

This study analyzed patient data collected from
private laboratories across Tamil Nadu to predict liver

disease using three machine learning algorithms-
Logistic Regression, Decision Tree, and Random Forest.
The dataset contained both demographic details and
biochemical attributes related to liver health. The
demographic variables included age and gender, which
helped in identifying population-based trends. Results
showed that middle-aged and elderly males were more
likely to be affected by liver disease, possibly due to
lifestyle habits such as alcohol consumption, irregular
diet, and occupational stress.

The biochemical attributes used in this research
were Total Bilirubin, Direct Bilirubin, Total Protein,
Albumin, and the Albumin/Globulin (A/G) ratio. These
parameters are significant in evaluating liver function.
Elevated bilirubin levels are typically associated with
jaundice and impaired bile excretion. Low albumin levels
often indicate a reduced ability of the liver to synthesize
essential proteins. The A/G ratio which compares the
amount of albumin to globulin in the blood is a critical
diagnostic indicator. A decreased A/G ratio often
signifies liver cirrhosis or chronic liver disease, while an
increased ratio can suggest genetic conditions or
immune system disorders. Thus, this parameter plays a
vital role in differentiating between normal and diseased
liver conditions.

To ensure reliability, the dataset underwent
preprocessing, including data cleaning  and
normalization. After preparing the data, each algorithm
was trained and tested using the same dataset to
ensure consistency in table 1 and figure 1 in
comparison. The models’ performances were evaluated
using accuracy, precision, recall, F1-score, and the Area
Under the ROC Curve (AUC) metrics.

The Receiver Operating Characteristic (ROC)
curve illustrates the trade-off between the True Positive
Rate (Sensitivity) and False Positive Rate (1-Specificity).
The AUC value provides a single quantitative measure of
a model's ability to distinguish between patients with
and without liver disease. A higher AUC indicates a
better-performing model.

Table 1: Performance Comparison of Classification Algorithms for Liver Disease Prediction

Algorithm Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%) | AUC (%)
Logistic Regression 82 80 78 79 81
Decision Tree 87 85 83 84 86
Random Forest 92 90 91 90.5 93
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Figure 1: Performance of Classification Algorithms for Liver Disease Prediction

Among the three models, the Random Forest
algorithm achieved the highest predictive accuracy of
92%, outperforming both the Decision Tree and Logistic
Regression models. It also obtained the best AUC value
(0.93), demonstrating excellent discrimination capability
between healthy and diseased cases. The Decision Tree
model achieved moderate accuracy (87%), while the
Logistic Regression model performed less effectively
(82%) due to its linear nature.

Feature importance analysis showed that Total
Bilirubin, Albumin, and the A/G ratio were the most
influential attributes in predicting liver disease. These
biochemical indicators directly reflect liver functionality-
imbalances in these values often indicate abnormal liver
metabolism or tissue damage. Patients with high
bilirubin and low albumin or a reduced A/G ratio were
more likely to be classified as having liver disease.

Overall, this study demonstrates that
incorporating biochemical parameters (especially the
A/G ratio) along with demographic data significantly
enhances prediction accuracy. The Random Forest
algorithm proved most effective in early detection and
classification of liver disorders. These results indicate
that machine learning models can serve as supportive
diagnostic tools for physicians, improving early
detection, reducing diagnostic errors, and contributing
to better patient management and outcomes.

v. CONCLUSION

This study developed a liver disease prediction
model using Logistic Regression, Decision Tree, and
Random Forest algorithms with demographic and
biochemical data collected from private laboratories in
Tamil Nadu. The findings revealed that the Random
Forest algorithm achieved the highest accuracy and
AUC value, proving to be the most reliable model for
liver disease classification. Biochemical parameters
such as Total Bilirubin, Albumin, and the A/G ratio were
key indicators of liver dysfunction. The study concludes
that applying machine learning techniques, particularly
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Random Forest, can effectively support early detection
and diagnosis of liver disease, aiding physicians in
clinical  decision-making and improving patient
outcomes.
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